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We present techniques for accelerated texture synthesis from example images. The key idea of
our approach is to divide the task into two phases: analysis, and synthesis. During the analysis
phase, which is performed once per sample texture, we generate a jump map. Using the jump
map, the synthesis phase is capable of synthesizing texture similar to the analyzed example at
interactive rates. We describe two such synthesis phase algorithms: one for creating images, and
one for directly texturing manifold surfaces. We produce texture images at rates comparable to
the fastest alternative algorithms, and produce textured surfaces an order of magnitude faster
than current alternative approaches. We further develop a new, faster patch-based algorithm for
image synthesis which improves the quality of our results on ordered textures. We show how
controls used for specifying texture synthesis on surfaces may be used on images as well, allowing
interesting new image-based effects, and highlight modelling applications enabled by the speed of
our approach.

Categories and Subject Descriptors: 1.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism—
Color, shading, shadowing and texture

General Terms: Algorithms

Additional Key Words and Phrases: jump maps, interactive texture synthesis, texturing surfaces

1. INTRODUCTION

The problem of texture synthesis has received much attention from the computer graphics
research community in recent years. Simply stated, we are given a small sample of a tex-
ture, and wish to create “more” of it. An easy solution to this problem is to simply tile the
sample texture. However, even if the sample allows seamless tiling, this is well-known to
produce repetitive artifacts and patterns which are disturbingly noticeable and distracting,
especially in textures depicting natural or relatively stochastic materials. Thus, we wish to
produce texture such that the result is not obviously repetitive, while maintaining the statis-
tical properties of the sample to some qualitative degree. The standard measure of success
is that an average person would agree the sample and produced textures are depicting the
same texture.

Texture synthesis techniques were first developed for use in the image domain, and
indeed continue to have wide application for images. It is not unusual to have only a small
sample of a texture available, and require more of it for applications such as replacing a
textural element of an image (changing a wall from wood to a particular kind of brick, for
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Fig. 1. Typical results using jump map-based texture synthesis. Top, left to right: sample texture; image synthe-
sized in 0.05 seconds using the pixel-based algorithm; sample texture; image synthesized in 0.02 seconds using
our new patch-based algorithm. Bottom row: sample texture; surface textured with our algorithm in 0.07 seconds.

example). Another typical application [Wei and Levoy 2000; Drori et al. 2003; Jia and
Tang 2003; Criminisi et al. 2003; Bertalmio et al. 2003] is to remove unwanted foreground
elements of an image by synthesizing the background texture over them.

For games and other interactive applications, textures are an effective way to add signif-
icant visual detail to scenes without increasing their geometric complexity. Such texturing
may pose significant modelling challenges, however, often requiring considerable time on
the part of skilled artists to paint the surfaces of 3D objects. Procedural methods [Ebert
et al. 1994] are useful for this problem but are generally limited to certain classes of tex-
tures such as woods or marbles, and may be difficult to control. Recent 3D scanning
techniques [Hertzmann and Seitz 2003] may recover textures as well as geometry from
objects, allowing this problem to be circumvented if an appropriate real-world example
object may be found or created. However, in the general case, the ability to texture an
object from an example texture has proven extremely useful, particularly for novice or ar-
tistically unskilled users. With the widespread availability of texture imagery due to image
search engines and Internet-based collections, this capability only becomes more useful
with time.

More generally, texture synthesis techniques can reduce the amount of texture that needs
to be stored or initially created. Storing only the sample texture, and applying texture syn-
thesis to recreate a much larger required texture, can be particularly useful for bandwidth-
limited network applications. Texture synthesis can also reduce the artistic burden by
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requiring only a small sample of a new texture to be created, with the system automatically
computing the final texture of the requisite size.

Recently, a focus of texture synthesis work has been on delivering texture synthesis at
interactive speeds. In this paper, we describe our techniques for accelerated texture syn-
thesis based on the jump map [Zelinka and Garland 2002; 2003]. This framework is based
on the idea of dividing the task of texture synthesis into two phases: analysis of the sample
texture, and synthesis of new texture. The analysis phase, detailed in Section 4, generates a
Jjump map for the texture, which records for each pixel a set of links to similar pixels. Note
that this need only be done once per sample texture, and since this can generally be done
in a preprocessing step, it need not be especially fast. Given the jump map, synthesizing
new texture is very simple and efficient, involving copying successive pixels or patches of
pixels from the input to the output, while occasionally following a jump recorded in the
jump map. We describe algorithms for synthesizing images in Section 5, and our recent
extension to texturing 3D surfaces in Section 6.

As we shall see in Section 7, this extension to surfaces can be directly applied to im-
ages as well. This produces two novel image synthesis results. First, we develop a fast
patch-based extension to jump map-based image synthesis which can work well even on
structured textures. Secondly, by treating the output image as a surface, we can apply
the powerful control techniques used for texture synthesis on surfaces to image synthesis.
These control techniques allow us to locally orient and scale the synthesized texture within
the output image, allowing the simulation of perspective effects, surface variations, and
more.

The capability to synthesize texture at interactive rates, as allowed by the jump map,
itself enables a number of interesting new modelling tools, and removes some of the burden
of working with automatic texture synthesis algorithms. As discussed in Section 8, texture
parameters can be adjusted on the fly and decided interactively by the user. Texture paint-
brushes, in which a virtual brush is used to paint a continuous, seamless texture over an
object or image, are also easily accomodated by the speed of our synthesis algorithms.
Imagery or scenery being dynamically generated can now be textured as well, as it is
generated, without unduly slowing the system.

From a technical standpoint, the jump map framework for texture synthesis offers ad-
ditional advantages. Our method for texture synthesis on surfaces is designed to output
texture coordinates for the surface, which accomodates a range of texture scales without
requiring any resampling of the input mesh, while also using no extra texture memory at
runtime beyond that used by the sample texture. Our framework can further accomodate
extensions such as progressively varying the scale of a texture across the surface.

2. PREVIOUS WORK

To put our framework for jump map-based texture synthesis in context, we begin with a
survey of some of the more significant and influential recent work in the field of texture
synthesis. First, we review core texture synthesis algorithms, followed by a discussion of
recent generalizations to texture synthesis on surfaces. We then very briefly discuss some
alternative approaches and applicable work in related fields, and conclude our review by
noting some recent applications of texture synthesis algorithms to new problems.
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2.1 Texture Synthesis Algorithms

In general, texture synthesis algorithms can be broadly classified into two categories: pixel-
based methods, which perform iterative processing for every output pixel, and patch-based
methods, which attempt to copy larger patches of texture from the input to the output.

Pioneering work in pixel-based approaches can be seen in the non-parametric sam-
pling technique of Efros and Leung [1999], which iteratively finds and copies the best
match in the input texture for the existing nearby pixels of the output texture. In other
pioneering work, Heeger and Bergen [1995] and De Bonet [1997] used multi-resolution
image pyramids to match texture statistics at multiple frequencies simultaneously. Wei
and Levoy [2000] combined these two approaches with the use of a fixed-size neighbour-
hood, yielding impressive quality and an approach which could be accelerated with high-
dimensional nearest neighbour or clustering techniques (they used tree-structured vector
quantization). This approach was further refined for natural textures by Ashikhmin [2001],
who recognized that the positions in the input around which nearby output pixels were
copied are likely good matches for new output pixels. Balances between Wei and Levoy’s
accelerated best matching and Ashikhmin’s coherent matching were struck by both Hertz-
mann et al. [2001], who used a parameter to weight and choose between the contributions
of each, and Tong et al. [2002], whose k-coherent search matched against the candidates
selected by Ashikhmin’s algorithm as well as their k-nearest neighbours. As we shall see,
a jump map provides a natural acceleration data structure for k-coherent search, and im-
age synthesis with a jump map [Zelinka and Garland 2002] can be seen as a further step
beyond Ashikhmin’s coherent matching, in which the current output neighbourhood is re-
moved altogether, and matches are performed only between input neighbourhoods.

Patch-based texture synthesis from an example was first shown by Xu et al. [2000].
Their Chaos Mosaic tiled the output with the sample texture, pasting and blending ran-
dom overlapping blocks of texture to obscure the tiling and its boundaries. A more ex-
pensive, higher-quality approach was taken in Image Quilting [Efros and Freeman 2001],
which generalizes the approach of Wei and Levoy to patches by matching patch boundaries,
and finding the best cut through the error surface between overlapping patches. Liang et
al. [2001] instead use a number of acceleration data structures to speed patch matching
to real-time performance, and simply blend boundaries. Alternately, a small set of Wang
Tiles for a texture have been shown to be sufficient to efficiently produce arbitrarily large
amounts of the texture [Cohen et al. 2003]. For extremely high quality results, a Graph
Cut-based algorithm [Kwatra et al. 2003] formulates the patch boundary problem as a
max flow/min cut problem, generalizing the Image Quilting algorithm to arbitrarily shaped
patches and arbitrary dimension (e.g., video).

In general, pixel-based methods are good at matching the smaller details of textures, but
have trouble reproducing emergent or global features. Patch-based methods, on the other
hand, capture global features of the texture well, but may suffer from artifacts from trying
to fit poorly matched boundaries. Recognizing this, Nealen and Alexa [2003] propose a
hybrid algorithm which initially places large patches, and refines as necessary to reduce
boundary artifacts. In areas where artifacts are unavoidable, a pixel-based resynthesis al-
gorithm is used. While slow, the approach gains the quality benefits of both classes of
algorithms.
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2.2 Texture Synthesis On Surfaces

Texture synthesis directly on arbitrary surfaces has received increasing attention in recent
years. Researchers have long recognized that the ability to create a larger texture image
from an example is not quite adequate to this task, as dealing with the potentially challeng-
ing topology of a surface can pose difficult parameterization problems.

The first approaches to this problem were patch-based. Neyret and Cani [1999] manu-
ally create a set of triangle tiles, each of whose edges are known to match with all other tile
edges; the results are limited to textures suitable for this process and relatively uniformly-
sampled meshes, and somewhat akin to (though more limited than) the image-based Wang
Tiles approach. Later, Lapped Textures [Praun et al. 2000] were introduced, which can
be seen as a generalization of the Chaos Mosaic to surfaces, repeatedly pasting an over-
lapping, irregularly-shaped patch of texture on the surface and relying on blending to hide
discontinuities.

High quality results for general textures were produced simultaneously by Wei and
Levoy [2001] and Turk [2001], by generalizing pixel-based approaches to surfaces. These
approaches involved locally flattening and resampling the mesh into a regular neighbour-
hood grid, followed by application of standard neighbourhood matching. Both of these
approaches reproduce the texture on the mesh by assigning vertex colours, with the draw-
back that the apparent size of the texture relative to the mesh (the texture scale) is dictated
by the vertex density. This approach has been extended to synthesize Bidirectional Texture
Functions [Tong et al. 2002] and progressively-variant textures [Zhang et al. 2003]. Ying et
al. [2001] instead divide the surface into a number of charts, and apply an image-based ap-
proach to synthesize texture for each chart, being careful to appropriately sample from
neighbouring charts as necessary. This decouples the texture scale from the vertex density,
since the chart resolutions may be easily changed, but potentially requires an excessively
wasteful amount of texture memory to hold the charts.

By generating texture coordinates instead of vertex colours or charts, Soler et al. [2002]
can accomodate a range of texture scales without remeshing, and use texture memory
only for the sample texture. They attempt to position sets of hierarchical face clusters
into texture space, and accelerate cluster boundary matching with a discrete Fourier trans-
form. As necessary, patches are subdivided down to the level of individual triangles to
increase match quality (this approach inspired the patch-based part of Hybrid Texture Syn-
thesis [Nealen and Alexa 2003]). A much faster though not quite interactive approach is
proposed by Magda and Kriegman [2003], who compute a set of “texton labels” [Leung
and Malik 1999] for each pixel of the sample by clustering gaussian-weighted neighbour-
hoods. Triangles are then simply rotated and scaled into texture space, and finally placed
at the position which has the highest number of labels matching the neighbours’ texton
labels. Because texton label matching provides a more accurate approximation to neigh-
bourhood matching than the jump map, their results are slightly higher in quality than ours.
However, larger input samples require more texton labels, which makes matching more
computationally expensive, and thus slows the running time significantly. Even with small
samples, their approach is still an order of magnitude slower than the method we present
here. A similar approach was developed by Dischler et al. [2002], decomposing the tex-
ture into mostly user-identified patches of texture called “texture particles”. The spatial
arrangement of the instances of each kind of particle in the sample image are analyzed and
simply reproduced in the output. The method is similarly fast, and allows transformations
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to be applied to each particle (enlarging or rotating elements, for example), but not quite
interactive in speed and texture particles may be severely distorted on surfaces.

2.3 Alternate Approaches

A few alternate methods for solving the problems which are solved by texture synthesis
from examples bear mentioning here. The largest class of alternate methods are procedural
in nature. Noise-based methods [Ebert et al. 1994] have been widely used to represent cer-
tain classes of textures, including marble and wood. A key advantage of these procedural
methods is that they may be evaluated in any order and sampled arbitrarily, as they are
based on an underlying mathematical function. By contrast, almost all texture synthesis
methods have order dependencies (with the notable exceptions of the Chaos Mosaic [Xu
et al. 2000] and an era-based method by Wei [2002]). Carr and Hart [2002] generate a
mipmappable texture atlas for a surface, and sample 3D noise into it in real-time to texture
the surface. However, these procedural methods are relatively difficult to control, and not
suitable for all kinds of textures.

Other notable procedural approaches include Cellular Texturing [Fleischer et al. 1995],
and a feature-based extension [Legakis et al. 2001]. Cellular texturing consists of simulat-
ing a network of interacting cells on a surface, each of which follows a user-defined “cell
program” to generate some new geometry. Since cell programs may interact, the generated
geometry may be consistent across the surface, but the cell programs may be difficult to
write. The approach of Legakis et al. instead assigns feature labels to parts of a surface,
and directs slightly different cell programs to each kind of feature. In this way, one may
have structures which are consistent across features, such as bricks properly meeting at
corners of a building. However, this requires more cell programs to be written, and the
labelling of features on the surface.

Finally, the connection between texture synthesis on surfaces and parameterization bears
mentioning. Patch-based texture synthesis methods, which assign texture coordinates to
triangle corners, are effectively parameterizing the surface such that the texture appears
continuous across the surface. A natural alternative, therefore, is to simply apply a general
parameterization algorithm to the surface (e.g., [Piponi and Borshukov 2000; Sander et al.
2002; Sheffer and Hart 2002]), and simply synthesize a texture image to be mapped by
the parameterization (or, indeed, use the original sample). There are several problems
with this approach: similar to the chart-based methods, extra texture memory must be
used as the texture scale shrinks with respect to the surface; a full parameterization must
invariably introduce distortion of the surface in texture space, which can be avoided entirely
by texture synthesis methods; extra effort must be expended to match texels across seams
of the parameterization; and the user does not have much control over the final result. In
particular, anisotropic textures generally need to be oriented on the surface by the user, and
the desired orientation may not be consistent with that dictated by the parameterization
algorithm. However, this may still be a useful alternative approach if the surface is already
parameterized, or needs to be for some other purpose.

2.4 Applications

While much research has focused on increasing the speed and quality of texture synthe-
sis algorithms, a number of new innovative applications of texture synthesis research have
surfaced in recent years. One early application of texture synthesis was the removal of
foreground elements from images [Wei and Levoy 2000] by synthesizing new background
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texture over them. This approach has been alternately refined by using a confidence map-
based traversal order [Drori et al. 2003; Criminisi et al. 2003], adaptive ND tensor voting
and texture segmentation [Jia and Tang 2003], and image decomposition with a combi-
nation of inpainting and texture synthesis [Bertalmio et al. 2003]. Generalizing images
to a third dimension, numerous researchers have worked on the problem of video synthe-
sis [Wei and Levoy 2000; Schodl et al. 2000; Kwatra et al. 2003]. Ying et al. [2001] inter-
pret the synthesized texture in novel ways, for example as a transparency or displacement
map, generating stunning imagery. Similarly, Cohen et al. [2003] showed how Wang Tiles
could be used for primitive distribution as well as texture synthesis. Zhang et al. [2003]
have developed an innovative framework for progressive variation of texture-related sig-
nals across a surface, demonstrating varying scales of texture elements, and even smoothly
varying between two textures across a surface.

An interesting class of applications uses alternate sources of information in generating
the texture. A pioneering application of this type includes Ashikhmin’s texture transfer
technique [Ashikhmin 2001], in which the best matching neighbourhood is redefined to
simultaneously match the current output neighbourhood and the corresponding neighbour-
hood in a target image. Harrison [2001] uses region maps over the input and output to de-
couple the colouring of the texture from the region identification for texture transfer. While
Ashikhmin uses simple hand-painted target images, Efros and Freeman [2001] demonstrate
excellent results on general target images. Image Analogies [Hertzmann et al. 2001] repro-
duces local transformations among images using a single example of the transformation.
Their framework supports a number of filtering operations, from image super-resolution to
non-photorealistic filters such as watercolour, but may require extensive parameter tuning
and colour matching. Ashikhmin has produced a much faster variant of this system with
only slightly lower quality by using a slightly randomized coherent search [Ashikhmin
2003]. A number of targeted techniques perform similar filtering operations with generally
higher quality, including colorization of black and white images from an example [Welsh
et al. 2002] and facial super-resolution [Liu et al. 2001]. All of these methods use acceler-
ated neighbourhood matching techniques widely used for texture synthesis.

3. JUMP MAPS

The starting point for our framework for texture synthesis using jump maps is the approach
of Wei and Levoy [2000], which iteratively places output pixels by finding the best match
for the current output neighbourhood in the input image. The key idea behind the jump map
texture synthesis algorithms is the notion that we can precompute the set of neighbourhood
comparisons that will be required for any particular application of texture synthesis, and
thereby avoid having to perform any costly neighbourhood matching at run-time. To per-
form this precomputation, we make the assumption that the neighbourhood of each output
pixel to be synthesized will closely resemble the input neighbourhoods from which the
nearby already-synthesized pixels were copied. Thus, the comparisons which would be
performed at runtime are approximated by comparisons among input image neighbour-
hoods, the results of which are stored in a lookup table we call the jump map. Indeed, in
contrast to previous algorithms, our runtime synthesis procedure need not examine pixels
of the sample texture at all.

For each pixel of the input image, the jump map stores a list of jumps to other pixels
whose neighbourhoods are similar, as pictured in Figure 2. Note that, in addition to the
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Fig. 2. Left: At each pixel, such as the one centered on the blue box, the jump map stores a set of links to
pixels with similar neighbourhoods, outlined in red. Each jump is weighted according to the similarity of the
neighbourhoods. Right: Synthesized result.

destination address of each jump, we also store a similarity value for each jump. Jumps
between pixels which match extremely well have higher similarity values than jumps be-
tween pixels which do not match so well. We typically store the best 2—4 jumps per pixel,
subject to some diversity constraints. Note that more jumps could easily be stored per
pixel, but we keep the number low to minimize storage requirements and runtime memory
requirements. The details of how we establish the set of jumps to be stored at each pixel,
and how we compute and normalize similarities, are given in Section 4.

The process of synthesizing new texture using a jump map (see Section 5) is similar to
the process used in Video Textures [Schodl et al. 2000] to generate endless amounts of
video from an example video. It is interesting to note that this paradigm has also recently
been successfully applied to motion capture data [Kovar et al. 2002; Arikan and Forsyth
2002; Lee et al. 2002], allowing unlimited new motion to be generated from a limited set
of motion capture data. We traverse the output image following a particular pixel ordering,
and the usual case is that pixels are simply copied one after the next from the input to the
output. Occasionally, and especially as an input image boundary is approached, a decision
is made to perform a jump through the jump map. To do this, we look up the jumps
stored in the jump map for the current position in the input image, and randomly select a
destination from among them. We then simply resume copying pixels from this new region
of the input image. This ensures that we do not run out of texture to copy (and simply tile
the input over the output, or create other noticeable image boundary artifacts) and also
encourages a certain amount of randomness in the output, as the decision of when to jump
and the choice of destination are both probabilistically determined. Note that this entire
synthesis procedure operates only on texture addresses, and need not look at pixels of the
sample image at all. As we shall see, the key difference between our problem and that of
Video Textures is that our output must be coherent over two dimensions, rather than one.
We overcome this by carefully choosing the order in which pixels are synthesized.
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Generalizing the image-based algorithm to create texture on surfaces is quite straightfor-
ward, and mainly involves tackling the same problems facing other such generalizations.
In particular, we must adapt the algorithm to deal with non-regular surface topologies and
non-uniform distances between neighbours. Details of these issues and our solutions are
given in Section 6.

Our application of jump maps to surfaces in fact leads directly to a new patch-based
algorithm for synthesizing images with jump maps. This results in an even faster image
synthesis algorithm, which we describe in Section 7.1.

4. TEXTURE ANALYSIS: GENERATING JUMP MAPS

Each texture to be synthesized must first go through an analysis phase, in which we gener-
ate a jump map for it. For each pixel of the input texture to be analyzed, we compute a set
of similar pixels to be stored in the pixel’s corresponding jump map entry (jump list). Like
previous approaches, we use simple fixed-size neighbourhood comparisons to determine
the similarity between pixels (§4.1). We apply relatively standard acceleration techniques
to speed the search for good matching neighbourhoods (§4.2), and further acceleration can
be achieved by using multi-resolution neighbourhoods (§4.3). In Section 4.4, we detail a
few minor issues helpful to ensure sufficient randomness in generated jump maps. Finally,
we discuss some normalization issues in Section 4.5.

4.1 Neighbourhood Similarity

We define the neighbourhood of a pixel as an ordered set of pixels around the target pixel
(we typically simply use square neighbourhoods centered on the target pixel). To compare
two neighbourhoods, we use the Ly norm: we first construct neighbourhood vectors, which
consist of the colour values at each pixel in the neighbourhood concatenated into one long
vector. The difference between two neighbourhoods is then quantified as the length of
the difference between their neighbourhood vectors. While the Lo norm is well-known to
be a poor choice for perceptual similarity between images, it is very fast to compute and
performs adequately for texture synthesis. Indeed, Nealen and Alexa [2003] suggest the
use of metrics based on human perception do not noticeably improve their results.

Computing a set of similar pixels to a target pixel then amounts to a high-dimensional
all-nearest-neighbours problem: we wish to find the nearest neighbours of vectors of di-
mension cn? (for a neighbourhood of nxn pixels and image with ¢ colour channels). Since
we only need generate a jump map once for any particular texture, the speed with which
we solve this problem is not of utmost importance; indeed, one could simply use brute
force, comparing against all other neighbourhoods in the image directly.

4.2 Accelerated Matching

Instead, following previous researchers [Hertzmann et al. 2001; Liang et al. 2001], we in-
sert all the neighbourhood vectors into an approximate nearest neighbours (ANN) search
data structure for accelerated searching [Mount 1998]. In our experiments, we have found
that we do not need the actual best matches of a particular target neighbourhood, and
indeed typically use error tolerances of 10%. However, since ANN search time expoten-
tially increases with the vector dimension, we first apply principal components analysis
(PCA) [Jollife 1986] to reduce the dimension of the neighbourhood vectors. We typically
randomly sample 10% of the set of image neighbourhoods to use to compute the principal
components, and use enough components to retain 97% of the variation in this sampling.
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We have found these techniques to work exceedingly well in practice. Whereas brute
force analysis for a texture can take from half an hour to several hours, depending on the
input image size and neighbourhood size, applying these acceleration techniques brings
analysis time down to anywhere from a few seconds to a few minutes. PCA is critical to
achieve these efficiency gains, as ANN works best at relatively modest vector dimensions
(under 30 or so). Only rarely do we observe sample textures requiring more components
than this.

It should be noted that at image boundaries, we do not have full neighbourhoods avail-
able. Our choice of dealing with this problem depends on the sample’s tileability: if the
sample image is seamlessly tileable, we simply use toroidal neighbourhoods, wrapping
around the image when we encounter a border; if the image is not seamlessly tileable, then
we simply inset the sample image, and only consider the region where full neighbourhoods
are available. Note that this can cause problems for particularly small sample textures that
require large neighbourhood sizes, as there could be little left of the sample image after
insetting. There are a number of alternate possibilities which we have not explored in de-
tail, for example: using truncated neighbourhoods (requiring brute force searches for those
pixels with truncated neighbourhoods); reflecting the image over the image boundaries,
effectively creating a seamless image; or filling the unavailable entries of a neighbourhood
with some sort of reasonable data (such as an average or median pixel). In practice, very
few textures are small enough to present a problem for insetting in any case.

4.3 Multi-Resolution Neighbourhoods

As just discussed, limiting the dimension of the neighbourhood vectors is critical to achiev-
ing large efficiency gains in constructing jump maps. Perhaps unintuitively, one way to
further reduce neighbourhood dimension is to use multi-resolution neighbourhoods. Here,
we downsample the sample texture a number of times to create a Gaussian image pyramid,
and concatenate corresponding neighbourhoods from each level of the pyramid onto the
existing neighbourhood vectors. The entries in the multi-resolution neighbourhood vector
from each level of the pyramid are weighted such that the total weight from each level of
the pyramid is equal (for example, if a coarser level has half as many pixels in its neigh-
bourhood, those pixels are each given twice the weight given to each finer level pixel).
Typically, we use three levels for our multi-resolution neighbourhoods.

In our experience, PCA does a much better job on these multi-resolution neighbourhood
vectors than it does on flat neighbourhood vectors. Thus, while the uncompressed vectors
are longer than single resolution vectors, the PCA-compressed vectors are smaller when
including multi-resolution entries. We theorize that this is because the multi-resolution
neighbourhoods effectively capture the spatial nature of the data. The entries from each
coarser level link the otherwise unrelated pixels in the corresponding finer level according
to their spatial positions within the neighbourhood. It is then this spatial linking which
leads to greater dimensional reductions from PCA. In general, the use of multi-resolution
neighbourhoods also supports high quality matching with smaller finest-level neighbour-
hoods than would be required for flat neighbourhoods.

4.4 Avoiding Repetition

The primary deficiency of the Lo norm for our purposes is its tendency to cluster around
good matches. In particular, if one neighbourhood is a particularly good match, it often
remains a relatively good match when shifting it over by a pixel. Indeed, an early version
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of our software gave best matches for a pixel that were often right next to the pixel itself.
Alternately, all of the matches would be clustered right next to one another in one partic-
ular portion of the image. This produces problems for texture synthesis since it is likely
to induce an undesirable amount of repetition. For example, all of the jumps from one
position may lead to one other particular position, and all of the jumps from that position
may lead back to the original position.

A simple solution to avoid this problem is Poisson Disc Sampling. Instead of gather-
ing the k nearest neighbours for each pixel, we instead gather the ks nearest neighbours,
and filter the results such that placing a disc at each accepted result does not create any
overlapping discs. We simply sort the ks nearest neighbours by similarity, and iteratively
accept the first k£ neighbours which are not within some distance d of any other accepted
neighbour (or the pixel for which we are finding nearest neighbours).

Typically, we retrieve 5 to 10 times as many neighbours as we want to keep (i.e., s = 5 to
10), and use Poisson discs with diameter (d) equal to the neighbourhood width. In general,
s trades off between computation time and fidelity to the Poisson disc sampling criterion; a
higher s means retrieving more neighbours, increasing computation time, while if s is too
low, there may not be a k-subset of ks neighbours retrieved that satisfies the Poisson disc
criterion. In this case, we iteratively halve d until we accept enough neighbours. In choos-
ing d, the diameter of the Poisson discs, we would generally like at most one candidate
from any particular identifiable feature of the sample texture. Since the neighbourhood
width is assumed to be a rough measure of feature size, the neighbourhood width is a
natural choice for d.

4.5 Jump Map Normalization

The final step in generating a jump map is to normalize the entries. In addition to the desti-
nation for each jump, we also store a normalized similarity value, which, as we shall see in
Section 5, is used as a weighting term in the probabilistic selection of jumps. To simplify
texture synthesis at runtime, we normalize the weights of all jumps such that the summed
weight in any given pixel’s jump list is at most 1.0. In doing this, we wish to recognize that
not all jumps are equal. Some pixels may have high-quality jumps, while other pixels may
only have mediocre jumps, and we would like to discourage jumping when only mediocre
jumps are available. Thus, we globally filter the sum of the neighbourhood differences of
the jumps at each pixel to lie in the range [, 1],0 < « < 1. Note that higher neighbour-
hood differences imply worse similarity, so high sums are mapped near to «, and lower
sums are mapped closer to 1. Given this globally-assigned sum of weights at some pixel,
the jumps at that pixel are assigned weights by filtering their neighbourhood differences
relative to this sum. We typically use o = 0.5, meaning that the pixel with the best jumps
is roughly twice as likely to be jumped from as the pixel with the worst jumps. We have
found simple linear filtering to be adequate for both the global normalization and the local
weight distribution at each pixel.

4.6 Performance

Given our optimizations and constraints, analysis time varies from a few seconds to a few
minutes for most textures on an Athlon 1800+ PC. There are a number of sources of varia-
tion here. First, the requisite neighbourhood size, directly influencing the initial dimension
of neighbourhood vectors, has a large impact on the analysis time. Generally, the neigh-
bourhood should be large enough to capture significant texture features. For most textures
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in this paper, we have used 9x9, 5x5, 3x3 multi-resolution neighbourhoods. Larger neigh-
bourhood sizes rarely result in dramatic quality improvement, but can increase analysis
times significantly (e.g., on the order of half an hour for 17x17, 9x9, 5x5 neighbourhoods).
Related to this, colour images, having three (or more) channels per pixel require neigh-
bourhood vectors three times as long as greyscale images. Thus, a standard optimization
in texture synthesis is to perform comparisons in the luminance domain, reducing neigh-
bourhood dimension by a factor of three. While this would improve jump map construction
time, it could reduce match quality for textures having colour differences not captured by
luminance comparisons, and analysis is performed offline in any case. Another major in-
fluence on analysis time is the nature of the texture itself, and in particular how effective
PCA is at reducing its neighbourhood dimension. A key area for future research is to at-
tempt to understand how some textures are much more amenable to PCA reduction than
others. Finally, analysis time is also influenced by the size of of the sample texture. Larger
textures require larger jump maps, which means more ANN searches are required. Further,
larger textures also have more possibilities for matches, so each ANN search itself takes
more time.

5. IMAGE SYNTHESIS WITH JUMP MAPS

Now that we know how jump maps are created, we turn to the problem of synthesizing new
images given a texture and jump map for the texture. As alluded to earlier, our approach is
quite similar in nature to Video Textures, with the additional problem that we must attempt
to ensure coherent synthesis across two dimensions instead of one. We simply choose a
random start position in the sample image, and iteratively copy pixels from the input to
the output. Based on a random choice, we also periodically follow a jump recorded in the
jump map, and continue copying pixels from the destination of the jump. It turns out that
a critical component of generalizing this approach to work well over images is the order in
which pixels are synthesized. We begin our discussion of this algorithm in Section 5.1 by
detailing the processing that occurs at each pixel, and continuing in Section 5.2 with our
boundary avoidance scheme. A good understanding of this per-pixel processing develops
the intuition necessary to discern the merits of various schemes for pixel orderings, which
we discuss in Section 5.3.

5.1 Per-Pixel Processing

To each pixel of the output image, we must assign the address of a pixel from the input im-
age. Given a jump map for the input texture, this assignment is very simple and especially
efficient to evaluate. We simply examine the immediate neighbours of the pixel to be syn-
thesized, and pick at random one which has already been assigned an address to use as a
source. In the usual case, we simply copy the next pixel from the source’s address. For ex-
ample, if we chose the left neighbour, we would assign the pixel to the right of the source’s
address. Occasionally, however, we instead choose one of the jumps in the jump list stored
in the jump map at the source’s address, and use the jump destination as a “virtual source
address”. If, again, we chose the left neighbour, we would then copy the pixel to the right
of this virtual source. Note that in all cases we use uniform random distributions.

The choice of which neighbour to use as a source is a simple random choice from the
available set of already-synthesized neighbours (which itself depends on the order in which
pixels are synthesized, described below). The choices of whether to jump, and which jump
to use, are determined simultaneously by generating a single random number. The random
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Fig. 3. Left: Sample texture. Middle: Synthesized texture without boundary avoidance. We have emphasized the
patch boundaries by modulating each output pixel according to the position from which it was copied in the input
image (thus, colour discontinuities correspond to patch boundaries). Notice the artifact in the middle right of the
image where the input image boundary was hit on a line of successive pixels. Right: Synthesized texture with
boundary avoidance.

number acts as an index into the jump list, where the jumps are indexed by cumulative
probability. Thus, if we have two jumps listed, one with weight 0.4 and one with 0.5,
the first would be selected if the random number is in [0, 0.4), while the second would be
selected if the random number is in [0.4, 0.9). If the generated random is 0.9 or higher, then
no jump is performed. Note that since we have normalized the jump lists to sum to at most
1.0 (§4.5), any random number generated above 1.0 means there is no chance of jumping.
This implies a simple frequency-based user-specified control for how often jumps should
occur: we simply scale the range over which the random numbers are generated in order
to control the frequency of jumps. In our experiments, we have found that having patches
on the order of one-third to three-quarters of the sample image size works best for most
textures. We thus generate uniform random numbers in the range of 0 to twice this desired
patch size, as the expected number of pixels between jumps is one half of the range.

5.2 Boundary Avoidance

One remaining problem is that, as given, our synthesis algorithm will tend to continue
copying pixels right up to the boundary of the sample texture. This problem manifests
itself particularly severely if a number of neighbouring pixels also come up against the
boundary. While a one-pixel artifact may not be noticeable, an entire line of boundary may
be especially noticeable, as shown in Figure 3. Note, of course, that this is not an issue for
sample textures which are seamlessly tileable; also, recall that for non-tileable textures we
inset the boundaries to get full neighbourhoods during analysis, and thus we refer to the
inset boundaries below.

Our solution to this is to simply increase the probability of jumping as a boundary is
approached. Thus, whenever a source address is within a fraction of the image size of the
image boundary (we typically use one-fifth), we linearly decrease the random generation
range down to sum of the jump weights of the corresponding jump list (guaranteeing a
jump at the boundary). Thus, different neighbouring pixels are likely to jump at different
distances from the image boundary, making line-type artifacts highly unlikely.

Note that there is an inverse problem here as well: if a jump lands near an image bound-
ary, another jump will undoubtedly soon be required. This could potentially cause artifacts
due to smaller patches being generated, as smaller patches make it more unlikely that
our method’s underlying assumption holds (that the current output neighbourhood resem-
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Fig. 4. Hilbert curves. A set of four cells is traversed in a U-shaped pattern (left). The curve may be subdivided
(right) along with the cells while respecting the coarse-level traversal order with a simple L-system.

Fig. 5. Comparison of patches formed by different pixel orderings. Instead of copying the input pixels to the out-
put, we directly visualize the pixel addresses from which we would have copied pixels, so colour discontinuities
correspond to separate patches. Orderings are, left to right: scanline, serpentine, Hilbert path-based. This general
behaviour of each ordering is roughly independent of the texture being synthesized.

bles the input neighbourhoods of the neighbouring output pixels). One way to deal with
this would be to bias the jumps listed in the jump map, such that destinations near im-
age boundaries receive lower weights. In our experience, however, this is generally not
required, especially when following the Hilbert path-based pixel ordering, which changes
direction very frequently.

5.3 Pixel Orderings

We have examined three different pixel orderings: scanline ordering, which simply goes
left to right, top to bottom through the image; serpentine ordering, which alternates left to
right, right to left, from top to bottom; and Hilbert path-based ordering, which follows the
well-known Hilbert path [Sagan 1994] through an image, illustrated in Figure 4. Starting
with the string “L”, a Hilbert path may be generated by the L-system with rewrite rules:
L - +RF — LFL — FR+, R — —LF + RFR + FL—; where “F” means move
forward one unit, and “+” and “-” indicate opposite 90 degree rotations of the direction of
subsequent movement. Note that Hilbert paths require the image dimensions to be equal
and a power of two, as they are defined recursively on a quad grid. We accommodate other
dimensions by simply using the smallest Hilbert curve which covers the entire output, and
skipping locations on the curve outside of the output image.

Quality-wise, scanline ordering gives the worst results, and Hilbert ordering gives the
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best. The reason for this is clear from examining the produced patch layouts (Figure 5).
In particular, scanline ordering encourages the formation of patches which extend diago-
nally from top-left to bottom-right. This is in fact to be expected based on our per-pixel
processing. With scanline ordering, already-synthesized neighbours appear only above or
to the left of the current output pixel. This makes it extremely unlikely that a patch bound-
ary would form along the alternate direction (from bottom-left to top-right), since it would
require the same jump decision to be made lafe in one scanline, and earlier in the next.
However, patch formation is based on extending existing patches, not on independent pix-
els jumping to the same area of the sample texture. Thus, it should come as no surprise that
following a Hilbert path, which changes its direction on almost every pixel, leads to the
highest quality results. Such frequent direction changes allow a very balanced set of avail-
able neighbours, which in turn allows patches to be extended in any direction, effectively.
Also not surprisingly, serpentine paths lead to patches relatively balanced horizontally, but
which primarily extend downward.

Previously [Zelinka and Garland 2002], we noted a higher cost for following a Hilbert
path over simple iteration along scanline or serpentine paths: synthesis time was about
three times slower. This turned out to be due to a particularly inefficient (but stateless)
Hilbert path calculation. We subsequently implemented a stateful, recursive iterator for the
Hilbert traversal, which all but removes the speed penalty for using the Hilbert-based pixel
ordering, being about 10% slower than that of the simpler scanline or serpentine iterators.
Thus, we now use the Hilbert path-based pixel ordering for all image synthesis tasks, as
the slight loss in speed is more than offset by the higher quality of results.

5.4 Image Synthesis Results

Figure 6 shows a number of results on a variety of textures for the image synthesis algo-
rithm we have presented. Output images are 256 x 256, and each was generated in about
0.060 seconds' on an Athlon 1800+ PC. Note that the speed of the synthesis phase of our
algorithm is independent of the texture being synthesized, and depends only on the output
size.

Quality-wise, our results are clearly best on relatively stochastic or “natural” textures,
but as can be seen from Figure 6, are often quite acceptable on more structured textures.
Compared to Ashikhmin’s algorithm [2001], which our algorithm can be seen as approx-
imating, the results are quite favourable (see Figure 7). The quality is roughly similar for
most textures, indicating our approximation is quite good, but our approach is two orders
of magnitude faster. On the other hand, there does not appear to be an effective way to
direct synthesis to produce something resembling a particular target image, as is possible
with Ashikhmin’s algorithm. Figure 8 compares our results with those of Graphcut Tex-
tures [Kwatra et al. 2003]. While our algorithm performs worse on the structured texture,
it performs comparably well on the more natural texture, and produces results over two
orders of magnitude faster. Boundary mismatches are less of a problem with Graphcut
Textures, though as it is difficult to inject randomness into their results, they can suffer
from a high level of repetition; if a good but repeatable seam is found by their algorithm,
it will use it continually. Note, however, that Graphcut Textures generalize easily to higher

LThis corresponds to about 1.1 million pixels per second, about half the speed reported in our previous pa-
per [Zelinka and Garland 2002]. The difference is due to image-domain optimizations (integer arithmetic, known
neighbour layouts) we have since removed so the same code works for synthesizing texture on surfaces as well.
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Fig. 6. Image synthesis results. For each pair of images, the sample is on the left, and the synthesized result on
the right.

dimensions (such as video synthesis), while jump maps may not be feasible in such higher
dimensions. Finally, we show direct comparisons with the Chaos Mosaic in Figure 9. We
did not have access to very natural or stochastic examples of Chaos Mosaic results, but
strong vertical and horizontal artifacts can be seen in the textures shown, which would
tend to be more objectionable on natural or stochastic textures. In contrast, artifacts from
our algorithm tend to be texture mismatches on a more fine-grained level, often perceived
simply as noise in the image. Chaos Mosaic produces results as fast if not faster than jump
maps, however, and allows procedural evaluation of the output, which is not possible with
our algorithm due to its inherent serial nature.

6. TEXTURE SYNTHESIS ON SURFACES

We now turn to the related problem of generating textures directly on surfaces. It is inter-
esting to note that with images, in the absence of a texture synthesis algorithm, one could
always simply tile the input to produce more of it (possibly reflecting and mirroring it if
necessary to create a tileable texture). While this often produces very objectionable, repet-
itive artifacts, it is an easy, viable option, especially for regular patterns or structures. With
surfaces, however, tiling is not so simple. In order to be able to tile a texture over the sur-
face, some sort of parameterization is needed, which can be very expensive and complex
to compute.

In the next section, we note some important difficulties in specifying the problem of
texture synthesis on surfaces, and present our algorithm for texture synthesis on surfaces
in the following sections. Our approach is to simply draw an equivalence between pixels
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Fig. 7. Comparison with coherent synthesis. Left to right in each row: sample image; image synthesized using
our algorithm; image synthesized using Ashikhmin’s algorithm. The quality of our results is quite comparable
for most textures.

of an image and vertices of a surface. We thus perform a single pass over the vertices
of a mesh, processing each vertex iteratively to assign its texture coordinates. Drawing
this equivalence poses a number of problems. First, surface topologies are much more
complex than that of images, so we must be careful in choosing a vertex ordering appro-
priate for a surface (§6.2). Further, vertices generally have non-uniform spacing between
them, so we must define texture space distances across the surface, being careful to respect
the user-provided information (§6.3). Since these inter-vertex distances are invariably no
longer integer offsets, in Section 6.4 we define a method to perform floating point jump
map lookups. Also, anytime a jump is performed between two vertices, triangles incident
to both vertices will be distorted in texture space. The final step of our approach is there-
fore to assign texture coordinates to each triangle’s corners, as detailed in Section 6.5. In
dealing with this, we encounter the possibility of invalid jumps, and thus revise our syn-
thesis procedure slightly. This revision, as discussed in Section 6.6, does not change the
behaviour of the algorithm, but does make it clear that our method effectively performs a
kind of probabilistic matching.
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Fig. 8. Comparison with GraphCut synthesis. Left to right in each row: sample image; image synthesized
using our algorithm; image synthesized using GraphCut textures. While GraphCut textures are better for ordered
textures, our method produces results in a fraction of the time.

Fig. 9. Comparison with Chaos Mosaic synthesis. Left to right in each row: sample image; image synthesized
using our algorithm; image synthesized using the Chaos Mosaic. The Chaos Mosaic generally produces sharp
boundary artifacts, while our method produces noiser boundaries. The former is good for structured textures,
while the latter is less noticeable in stochastic or natural textures.
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Fig. 10. Using the sample on the left, the same mesh is textured twice using two very different scales for the
texture.

One key difference between synthesis on surfaces and synthesis of images is the output
of the process. With image synthesis, we simply output the final colour values at each
position in the image; on surfaces, we instead output texture coordinates, in order to permit
easy hardware-accelerated texture mapping and filtering. Note that this is actually easier
than outputting colours in our case, since our method is driven by the texture coordinates
assigned at each position, not their particular colours (recall that we only examine the
texture’s colours during the analysis phase).

6.1 Specifying Textures on Surfaces

In terms of user effort, texture synthesis on surfaces is a far more difficult problem to
properly specify than simple image synthesis. In particular, the scale and rotation of the
texture on the surface must be specified by the user. With images, both of these parameters
are usually implicit. One pixel of an output image should contain as much texture detail as
one pixel of the input image, and directions in texture space map directly onto each other
(e.g., “up” in the output image is the same direction as “up” in the input image). In contrast,
one cannot automatically assign an object-space distance on a surface to be covered by one
pixel, nor which direction on a surface should correspond to “up” in texture space. These
parameters are inherent user input to the problem of synthesizing textures directly on 3D
surfaces, and correspondingly complicate the user interface of any system solving this
problem. Note that one may, of course, make heuristic guesses for these parameters [Wei
and Levoy 2001; Turk 2001], especially for isotropic textures or textures exhibiting various
symmetries, but direct user control is required in the general case.

Specifying the scale of the texture on the surface is generally quite easy; we simply show
a tile next to (or even mapped on) the surface, and allow the user to rescale the tile until the
desired scale is achieved. We can then simply infer the texture scale in terms of number of
pixels per world space unit. An example of the range of variation easily accomodated by
our algorithm is shown in Figure 10. It is important to note that, unlike vertex colouring
methods [Wei and Levoy 2001; Turk 2001], no remeshing is required to achieve this range
of variation, and unlike atlas-based methods [Ying et al. 2001], each result uses the same
amount of texture memory (simply that required to hold the sample texture). This scale
independence and low memory usage is a direct consequence of the generation of texture
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Fig. 11. Orienting textures on surfaces. Left to right: orientation field visualized with blue vectors pointing in the
texture space “up” direction; sample texture; textured results with given orientation field; textured results with a
global 90° rotation of the orientation field.

coordinates rather than vertex colours or image data, as noted earlier by Soler et al. [2002].

Specifying the texture rotation is much more difficult, due to the fact that most sur-
faces are not developable, and thus must necessarily have some distortion introduced when
mapped to the plane. We follow what has become the standard approach for this problem,
and have the user specify a vector field over the surface (in our case, defined at vertices).
The orientation vector at each vertex denotes the “up” direction in texture space. The
problem of specifying the rotation then becomes primarily a user-interface issue, typically
handled by having the user specify a few anchor points with known orientation, and inter-
polating these anchors across the mesh.

We have found it quite useful to allow the specification of singularity points in the vector
field (sinks and sources), especially as the genus of the surface increases (higher genus
surfaces inherently require more singularities). For example, the orientation field for the
rabbit model shown in Figure 11 was created by specifying only one source at its nose and
one sink at its tail. The different results in this Figure were produced by globally rotating
the vector field interactively. More sophisticated manipulations, such as locally grabbing
and twisting the field with a distance-based fall-off, are certainly possible with our method.

6.2 Vertex Orderings

The first issue we must deal with is the order in which vertices are processed on a sur-
face. Since following a Hilbert path gives good results for images, it would seem natural
that some sort of analogue to Hilbert paths for surfaces would give good results as well.
Computing such an analogue is a fairly difficult problem for arbitrarily connected graphs,
adequately solved by Bagomjakov and Gotsman [2002] in the context of attempting to
maximize locality of vertex access for a mesh to take full advantage of vertex caching
graphics hardware. Their Universal Rendering Sequences (URS) take a few seconds to
minutes to compute for typical meshes, and behave quite well for our purposes. Note that
computing a URS for a surface has the added benefit of improving the rendering perfor-
mance on vertex-caching graphics hardware, simply by reordering the faces of the mesh.
However, the compute time for Universal Rendering Sequences may be prohibitive for
interactive applications or dynamically-generated geometry, and we have therefore devel-
oped a much faster approach which works just as well for most surfaces. This approach,
which we refer to as the emerging front-based ordering, is based on the idea that each
available already-synthesized neighbour can be seen as placing additional constraints on
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Fig. 12. Comparison of vertex orderings. Left: Sample texture used. Middle: Emerging front-based ordering.
Right: Universal Rendering Sequence-based result. The top row shows the textured result, while the bottom
row shows the corresponding patch layouts by texturing using a colour ramp. Both orderings give comparable
results, and differ primarily in the precomputation time required. Note that unlike a texturing approach based on
parameterizing the surface, there is no noticeable distortion of the texture even in regions of high curvature.

the texture positions available to a new vertex (i.e., it has to match well with all of them).
However, in the end, a vertex has to match well with all of its neighbours. Thus, the more
information we know about what those neighbours actually are, the better equipped we
are to make a good match. Thus, we wish to maximize the amount of already-synthesized
area in the neighbourhood of each vertex. We choose a simple greedy approach, randomly
choosing the first vertex, and iteratively choosing the next vertex to be the vertex with the
highest proportion of already-synthesized neighbours. This ordering depends solely on the
surface connectivity, and is extremely fast to compute.

We observe both orderings to be quite comparable in quality, with typical results shown
in Figure 12. Note that regardless of which ordering is used, it may be precomputed on a
per-mesh basis. Thus, the emerging front-based ordering is best for applications which do
not have significant per-mesh precomputation time available. Applications for which the
higher precomputation time is tolerable may instead use a URS-based ordering, and receive
the benefit of (potentially) faster rendering times on vertex-caching graphics hardware.

6.3 Texture Space Distances on Surfaces

A key component of our image-based synthesis algorithm is extending a patch of texture
from one pixel to the next. This is straightforward since there is a natural mapping between
pixel offsets in the output image and pixel offsets in the input image: they are the same
(extending one pixel to the right in the output may be done by simply moving one pixel to
the right in the input). With surfaces, there is no such natural mapping. When we move
some distance in world space across an edge of the mesh, we must define how far we have
moved in texture space. Locally, we would like texture space to correspond to the tangent
plane, while avoiding unnecessary distortion. Thus, our goal is to define basis vectors for
the tangent plane for each edge of the mesh. Given these basis vectors, we can then project
each edge into its tangent plane, and measure the 2D distance between the edge’s endpoints
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Fig. 13. Edge offset calculation. The orientation vector (u) and tangent vector (v) at each vertex span the vertex’s
tangent plane. The endpoint basis vectors are averaged to form the edge’s tangent plane basis vectors. The edge is
projected into the plane, and scaled according to the desired texture scale, determining the offset made in texture
space for traversing the edge (d).

to determine the distance in texture space traversed by crossing the edge.

To form a basis for the edge’s tangent plane, we interpolate and orthogonalize basis
vectors defined at each of its endpoints. At each vertex, then, we must form a basis for its
tangent plane which respects the user parameters. These user parameters consist of a local
orientation vector at each vertex, and a global scale factor. We use the component of the
orientation vector which is orthogonal to the vertex normal as one of the basis vectors, v,
and take the cross product of v and the vertex normal to form the other basis vector, u.

For a given edge e with endpoints a and b, we define v, as the average of v, and v;, (the
basis vectors at a and b), and u,. as the component of the average of u, and u; which is
perpendicular to v.. We then scale u, and v, so their 3D length corresponds to one pixel
of the texture, according to the user-specified scale. Now, given 3D positions of a and b as
pP. and pp, we can project the edge onto our tangent space basis vectors to get projected
endpoints q, = (Pa - Ue, Pa - Ve) and g, = (Pp - Ue, Pp - Ve ). The offset from a to b in
texture space is then simply (g, — q,). This process is illustrated in Figure 13.

There are a few facts to note about our method. For a given triangle, the distance along
one edge is not nessarily equivalent to the sum of the distances along the other two edges.
This will naturally introduce distortion to the texture mapping, but this is generally a de-
sired distortion implied by the user-supplied orientation field. For example, consider a
triangle incident to a singularity in the orientation field, as shown in Figure 14. The hor-
izontal distance in texture space between the ends of the dashed lines must be roughly
equal, according to the orientation field. While this results in triangles which are clearly
distorted in texture space, the final texture on the surface looks as it should for the given
orientation field. What is key to this result is that the distance along a particular edge is the
same for both triangles incident to that edge. Thus, even though the texture within each
triangle is distorted in various ways, the texture still matches along the common edge and
appears smooth over the surface.

Note that there is no particular reason that the assigned scale must be a global parameter.
Indeed, as shown in Figure 15, it is trivial to vary the scale of the texture over the surface.
Here, we simply vary the scale used on each edge according to the object-space heights
of its endpoints. Note that we are effectively introducing even more distortion into the
mapping of each triangle into texture space, but because the mapping is on a per-edge
basis, and similar for each triangle incident to an edge, the result still appears smooth. Of
course, more complicated schemes are possible, and we in fact allow scale to vary on a
per-vertex basis. As long as the scale field is relatively smooth, the results are seamless
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(a) (b) (©)

Fig. 14. User-induced distortion near a singularity in the orientation field. (a) At a singularity (green) in the
orientation field (blue), triangles must be distorted in texture space. For example, the dashed lines in the red
triangle should have equal lengths in texture space, according to the orientation field. (b) Textured result for the
singularity shown in (a), and surrounding region on the mesh. (c) Sample texture used in (b).
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Fig. 15. Progressively varying the scale of texture across a surface.
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Fig. 16. Floating point jump map lookups. Jumps at neighbouring pixels are appropriately bilinearly weighted
and offset. Here, a jump at the upper left neighbour is offset and reweighted according to the purple address’s
subpixel offset to form one of the jumps returned in the floating point jump map lookup.

and quite natural-looking.

It is worth noting that our first approach to assigning texture space distances to mesh
edges was based on conformal maps, locally flattening each vertex’s neighbourhood into
2D while preserving angles and lengths. The key problem with this approach was that
the distance in texture space traversed along a given edge varied depending on which way
the edge was traversed, causing straight lines in the texture to be mapped to broken or
wavy lines on the surface. This occurred as a result of the conformal maps at each vertex
being improperly aligned, which would have needed a global optimization procedure to
fix. An alternative would be to flatten larger areas at a time, as previous researchers have
done [Praun et al. 2000; Wei and Levoy 2001; Turk 2001; Ying et al. 2001]. Our pro-
jection scheme detailed above, however, solves the problem very simply, using only local
operations, at a much lower cost.

6.4 Floating Point Jump Map Lookups

A natural consequence of our method for determining texture space distances over surfaces
is that these distances invariably require floating point precision. In particular, this means
that the texture coordinates assigned to a vertex must be floating point addresses. This
introduces a new problem: jump lists are only recorded at integer positions within the
jump map. Thus, we must define a filtering procedure for performing jump map lookups
at floating point addresses.

Our approach is to effectively define a bilinear filtering operation for jump maps. This
process is outlined for one particular jump in Figure 16. We simply coalesce the jump
lists at each of the four neighbouring integer addresses, and appropriately modify them:
the weights are scaled bilinearly according to the subpixel offset of the floating point ad-
dress, and the destinations are offset by the subpixel address. This adequately controls the
complexity of the algorithm while allowing us to use the same jump maps for synthesizing
textures on surfaces as we used for synthesizing texture images.

6.5 Corner Texture Coordinates

One undesirable form of distortion produced by our algorithm so far occurs on any edge
over which a jump was taken. Here, as shown in Figure 17, the triangles incident to the
edge become distorted in texture space, since their vertices were given texture coordinates
from different regions of the texture. Our solution to this is to assign texture coordinates
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Fig. 17. A triangle on the surface (left) is distorted in texture space (right) whenever a jump was taken between
any of its vertices. Selecting one vertex to use as a base vertex, and directly using the edge offsets to map the
other corners of the triangle (dashed lines) removes the undesirable distortion.

to each corner of each triangle. This ensures that any particular triangle will have consis-
tent texture coordinates, while respecting the vertex texture coordinates assigned by our
algorithm. For each triangle, we first choose a base vertex for the triangle; the corner cor-
responding to the base vertex simply inherits the base vertex’s texture coordinates. The
other corners of the triangle, however, are assigned texture coordinates from the base ver-
tex, simply adding the corresponding texture space offsets along the edges of the triangle.
Thus, the texture assigned to a particular triangle is distorted only according to the distor-
tion implied by the edge offsets, which as we showed in Section 6.3 is a desirable form of
distortion.

The remaining question is how to choose a base vertex for each triangle. We have not
examined this question deeply, but one can imagine using a perceptual measure for ranking
vertices. For example, vertices that are part of high-frequency areas are more likely to have
texture discontinuities masked than vertices which are part of smoother areas. Instead,
we typically assume the availability of texture blending facilities. For each of the three
possible choices of base vertex, we get a slightly different textured result (while these
results may come from different areas of the input texture, their content is usually very
similar). We then blend these results together, using simple linear alpha ramps (alpha of
one at the base vertex, and zero at the other vertices) to get the final results. While this may
introduce some blending artifacts for some textures (for example, a checkerboard), this is
generally outweighed by the decreased visibility of any texture mismatches.

In doing this, we are effectively using each vertex of a triangle as the base vertex simul-
taneously. This implies an additional constraint on our synthesis procedure: each triangle
incident to a vertex must be texturable from that vertex. In other words, the “flattened”
neighbourhood of the vertex must remain within the texture when centered at the vertex’s
texture coordinates (see Figure 18). Note, however, that this is not a typical neighbourhood
flattening operation [Praun et al. 2000; Wei and Levoy 2000], but simply adding, in turn,
the texture space offset of each incident edge to the proposed texture coordinates for the
vertex, and ensuring the result stays within the texture. Thus, to fulfill this constraint, we
can simply construct a 2D bounding box for these incident edge offsets, and test against
two opposing corners.
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Fig. 18. Invalid texture coordinates. The “flattened” neighbourhood of a vertex must remain within the texture
in order to allow texture blending to occur. Thus, the green positions are valid positions for a vertex with the
given set of incident edges, but the red position is not; the two triangles on the right could not be assigned texture
coordinates when using the middle vertex as a base vertex.

6.6 Probabilistic Matching

With images, we knew a priori the set of pixel offsets that would be used during the
synthesis phase. Thus, we could easily ensure at jump map construction time that every
destination we stored in the jump map would be valid given those offsets. On surfaces,
however, we no longer know the offsets that shall be used, as they depend on the mesh
topology and the user’s scale and orientation parameters. Thus, there is now the possibility
that a jump listed in a jump list is not a valid destination for a particular vertex. We must
therefore explicitly test destinations for validity according to the criteria just outlined in
the previous section.

A potential problem here is that all of the destinations listed at a particular neighbour
may be invalid. Instead of attempting a backtracking algorithm which would test alternate
neighbours, we build a large selection table consisting of all of the valid entries from all
available already-synthesized neighbours. Thus, only if there are no valid destinations at
all (from any neighbour) are we forced into a purely random assignment for a vertex. This
simplifies the algorithm considerably, since the same processing is performed for all ver-
tices, for all neighbours: at each neighbour, we add all of its suggested valid destinations to
the selection table; then, when all neighbours have been processed, we select a destination
from the selection table with a single random number as before. This processing empha-
sizes the fact that our approach is a probabilistic algorithm for finding good matches. In
particular, if multiple neighbours suggest the same destination, that destination is likely to
be a good match, since it matches well over a space of neighbouring directions. Reflecting
this, that destination’s probability within the larger selection table is in fact higher relative
to other destinations. Conversely, outlier destinations suggested by only a single neigh-
bour, which are thus unlikely to be good matches, have their probability lowered relative to
other more popular destinations. This reasoning gives further support to the ideas behind
our emerging front-based vertex ordering: the more neighbours which are available when
we process a vertex, the more advantage we get from this probabilistic matching.

Note that in the situation that all jumps suggested by all neighbours are valid, as is al-
ways the case in the image synthesis algorithm, building a large selection table and choos-
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ing from it is equivalent, probabilistically, to choosing a neighbour at random, and then
choosing a destination from those suggested by the chosen neighbour. Thus, our image-
based texture synthesis algorithm performs the same kind of probabilistic matching that
the surface algorithm does. We simply organize the computation differently in the image
domain to avoid the overhead of building the selection table at each pixel, taking advantage
of the regularity of the output.

6.7 Texture Synthesis Results on Surfaces

We show some typical texture synthesis results on surfaces for a variety of surfaces and
textures in Figure 19. Note that even in regions of high curvature, there is no apparent
distortion of the textures beyond that implied by the user’s orientation field. The models
used ranged from 20,000 to 40,000 vertices, and were textured at a rate of about 200,000
vertices per second on an Athlon 1800+ PC. This is easily fast enough to allow intuitive,
interactive specification of the orientation and scale parameters on these models. Note that
the speed of this algorithm depends linearly on the number of vertices in the model, and is
independent of both the texture and surface used. All of the results shown use the emerging
front-based vertex ordering and texture blending.

As with the image-based algorithm, the quality of our results is clearly best on stochas-
tic textures, and can be worse than other algorithms on ordered textures. However, one
interesting effect is that texturing directly on surfaces tends to allow a greater degree of
inhomogeneity in the sample textures. In particular, both the water drops texture on the
winged dragon in Figure 19, and the lined shirt texture used in Figure 12, have slight
colour shifts across the sample images. While difficult to perceive normally, these colour
shifts become quite apparent when pixels from different areas of the sample images are
placed next to one another. Because of this, these textures pose a significant challenge to
image-based texture synthesis algorithms. When mapped directly on surfaces, however,
the colour shifts often simply give a false impression of a variation in shading, implying
additional geometric detail on the surface. Also note that artifacts produced on the wicker
texture (Figure 8) are much less noticeable and objectionable when synthesis occurs di-
rectly on a surface (Figure 11).

We present some comparative results in Figures 20, 21, and 22. Note that these compar-
isons are not exact, in that the meshes, textures, and texturing parameters (scale, orienta-
tions) are not identical. The comparative results for the other methods were taken from the
respective paper for each method, and are thus simply images for which we have attempted
to visually match the data used as closely as possible. Also, note that the random element
to all of these methods means results may vary significantly from run to run.

Typically, as shown in Figures 20 and 21, our results are slightly worse in quality than
the vertex colouring methods [Wei and Levoy 2001; Turk 2001]. However, we obtain re-
sults over three orders of magnitude faster than these techniques, and may adjust the scale
of the texture significantly without remeshing. Artifacts produced by their algorithms in-
clude slight texture distortion in regions of high curvature (due to the need to locally pa-
rameterize the surface for resampling), and the possibility of falling into a bad part of the
texture search space and synthesizing “garbage” (a well-known phenomenon with non-
parameteric synthesis techniques [Wei and Levoy 2000]). In contrast, artifacts with our
method are primarily texture discontinuities. With stochastic textures, these are gener-
ally unnoticeable, but become very distracting with ordered textures. Since our technique
exclusively copies patches of texture from the sample image, there is no possibility of syn-
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Fig. 19. Surfaces textured with our algorithm.

thesizing garbage, and as discussed earlier, our results are distorted only where required
by the orientation and scale fields.

Lapped Textures [Praun et al. 2000], a generalization of the Chaos Mosaic [Xu et al.
2000] to surfaces, produces results equal or lower in quality to jump map synthesis. Since
Lapped Textures are produced by repeatedly pasting a single patch over the surface, they
typically suffer from noticeable repetition. As they locally parameterize the surface as well,
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Fig. 20. Comparison with Wei and Levoy’s algorithm. Left to right: sample, jump map result, Wei and Levoy’s
result.

there is also some unintended distortion. Since the patch is overlapped arbitrarily on the
surface, there are typically texture discontinuities as in our method, alleviated somewhat
with texture blending. While much faster than the vertex colouring methods, generating
Lapped Textures remains over two orders of magnitude slower than our approach: they
require 20 seconds to 6 minutes to texture models averaging 5000 faces; with our method,
comparable models on comparable hardware require 0.05 seconds to texture.

7. EXTENDING IMAGE SYNTHESIS

In this section, we explore some powerful extensions to image synthesis brought about by
our development of texture synthesis on surfaces. First, we detail a patch-based image
synthesis algorithm which outperforms the pixel-based algorithm while delivering higher
quality results on more structured textures. Following that, we show how the user inputs to
surface-based texture synthesis can be applied to images as well, yielding interesting new
effects purely within the image domain.
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Fig. 22. Comparison with Lapped Textures. Left to right: sample, jump map result, Lapped Textures result.
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7.1 Patch-based Image Synthesis

Our algorithm for texturing surfaces from an example texture leads directly to a novel
image synthesis algorithm which explicitly uses patches, giving improved results for more
structured textures. In essence, our surface-based algorithm has shown that jump maps
remain effective even when the offsets used between neighbours are relatively large. Thus,
the simple specialization to images is to make a jump decision relatively infrequently, only
once per patch, rather than once per pixel, and to consider all the available neighbouring
pixels when making the jump decision.

There are many possible variations on this approach; we describe just one with which
we have observed higher quality results on ordered textures. We use regular patches of a
size decided by the user, but which should be large enough to capture the largest texture
features, and perhaps a degree of their interaction (e.g., not just leaves, but patterns of
leaves). We typically use patches on the order of one-fifth to one-half of the sample image
size. We then simply synthesize each patch in order through the output image, following a
Hilbert path-based ordering of patches (rather than pixels). At each new patch, we build a
selection table from which the texture coordinates of the middle of the patch are assigned.
In building this table, we use each neighbouring already-synthesized pixel of the patch as
a potential source for the patch’s address, adding only their valid destinations. In this case,
valid destinations are those from which the entire patch may be textured.

This new patch-based algorithm seems to perform better than the pixel-based algorithm
for many ordered textures (see Figure 23), since patches are more likely to capture the high
level structures well. Synthesis time is only about two to three times faster, for while far
fewer decisions need to be made in the course of synthesis, each decision involves much
more work in building the selection table. For more natural or stochastic textures, the
pixel-based algorithm produces higher-quality results, as the boundaries it produces are
more random and thus less noticeable for these textures.

7.2 Controlling Image Synthesis

For specifying how a texture was to be applied to a surface, the user was responsible
for two parameters: the apparent scale of the texture on the surface, and the orientation
of the texture with respect to the surface. However, it is quite easy to allow the user to
specify these same parameters when synthesizing images as well. In effect, we are treating
the output image as a quad mesh, and simply directly applying our surface-based texture
synthesis algorithm to this quad mesh. In practice, we extend the image-based algorithm to
handle varying distances between pixels and floating point addresses, so that we can take
advantage of the regularity of the output.

Thus, the user may specify an orientation field over the output image, as well as a scale
field. We demonstrate a couple of simple examples in Figure 24. First, we control the
scale of the output across the image, increasing the distance between pixels towards the
top of the image in order to simulate perspective. In the second example, we generate an
orientation field where every pixel’s orientation points toward the center of the image, and
increase inter-pixel distances near the center of the image as well. Note that proper filtering
is required for these results; a particular output pixel must be a filtered combination of all
of the input pixels mapped into it.

This kind of application is not possible with most alternative techniques. Purely image
domain methods would require local resampling of the output, as well as searching in
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Fig. 23. Patch-based image synthesis results. Left to right in each column: sample, patch-based jump map
synthesis results, pixel-based jump map synthesis results. The patch-based approach handles ordered textures
better, but can cause noticeable artifacts in stochastic textures.
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Fig. 24. Controlling Image Synthesis. Left to right: sample image; simulated perspective by increasing the inter-
pixel distances towards the top of the image; sample image; applying an orientation field to the image where each
pixel’s up direction points toward the image center, and inter-pixel distances increase toward the center.

arbitrary rotations of the input to reproduce the desired orientations. In the surface domain,
vertex colouring techniques [Wei and Levoy 2001; Turk 2001; Zhang et al. 2003] would
generally require severe remeshing of the output image in order to capture the detail of
the distortion properly. Thus, these already slow methods would take a proportionately
longer time to compute a result. Effective false perspective results were demonstrated with
Graphcut Textures [Kwatra et al. 2003], but these results required a pre-process to create
scaled versions of the sample image, and searching over these multiple samples rather than
a single sample image. The methods most similar to ours [Soler et al. 2002; Magda and
Kriegman 2003] are most likely to be adaptable to support these kinds of operations, but
as mentioned earlier both of these algorithms are much slower than ours and not quite
interactive in speed. For this application, where determination of the correct scale and
orientation parameters is a strong focus of the user, the ability to easily experiment with
different parameters implies a strong requirement for interactive speed.

8. APPLICATIONS

The speed of texture synthesis enabled by the jump map framework in turn enables a num-
ber of applications which were difficult or impossible with previous approaches. Texture
paint-brushes, for example, allow the painting of surfaces with a continuous texture. While
texture paint-brushes are not novel in the image domain, our method allows interactive tex-
ture painting on surfaces as well. This can be particularly useful for touching up any rare
visible artifacts in a fully-synthesized surface.

Another useful application is for systems which generate geometry dynamically. For ex-
ample, games may have objects which get blown up into many pieces, or need to randomly
generate objects to populate the game world (consider an asteroid field in a space-based
game, for example). With jump map-based texture synthesis, these objects can now have
textures synthesized on them from general texture imagery, without unduly burdening the
runtime system.

Perhaps most useful in practice has been improvements made possible by the jump map
for simple interactive modelling or rapid prototyping applications. Consider the problem
of assigning a texture to an object. With our system, a user can interactively decide from
among a library of textures, seeing instant results as to how the object appears with a
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selected texture (our system achieves real-time interaction for models on the order of a
few tens of thousands of faces). More importantly, the user burden of deciding how a
texture should appear on a surface is greatly reduced with our system. The apparent size
of the texture with respect to the surface, as well as its orientation (i.e., which direction
on the surface corresponds to “up” in the texture) are parameters which, invariant of the
automatic texture synthesis algorithm used, must be decided by the user. Previously, if a
bad decision were made regarding these parameters, the cost of resynthesizing the texture
on the surface to attempt to alleviate the problem would be quite burdensome, providing a
disincentive to experiment. Using the jump map-based approach, an artist can vary these
parameters continuously, receiving instant feedback as to the appearance of the object as
these parameters change.

As the orientation of the texture is typically specified by a vector field on the surface,
this is particularly powerful when used in conjunction with tools for editing the orientation
field. Previous approaches primarily rely on using a static, pre-specified orientation field
based on interpolating a set of anchor vectors. However, it can be quite unintuitive how
this interpolation proceeds over a surface, possibly producing singularities in undesirable
locations. The speed of our approach allows interactive specification of the orientation
field, allowing operations to locally “twist” the texture on the surface in a specific region
(locally manipulating the vector field), or perform global rotations of the texture on the
surface. As each orientation change is made, the surface may be completely (or, if possible,
locally) retextured, giving the artist immediate useful feedback in response to their efforts.

Note that some algorithms [Soler et al. 2002; Zhang et al. 2003; Magda and Kriegman
2003; Kwatra et al. 2003] generate higher quality results when a complete result is available
to work from (i.e., multiple passes can improve results). Generally, this is due to having
a full set of neighbourhood information to match against, rather than only that part of
the neighbourhood which has already been synthesized on the current pass. A natural
application, then, is to use jump map-based texture synthesis for interactive specification
of the output texture, and then use the jump map-based result as input to an alternative,
higher-quality algorithm. The user, while specifying textures, is effectively given a preview
of the final results from the interactively-generated jump map-based result. Once the user is
satisfied with the texture parameters, the higher quality algorithm may be invoked offline
to refine the results generated by the jump map-based algorithm. Thus, our techniques
can improve the effective speed and quality of other higher-quality, but slower multi-pass
texture synthesis algorithms.

9. CONCLUSIONS AND FUTURE WORK

We have presented fast algorithms for image texture synthesis and texture synthesis directly
on 3D surfaces. Our approach is based on first analyzing the sample texture offline to
create a jump map, and then using the jump map to synthesize new texture similar to the
example texture at interactive rates. While there are recent very high-speed approaches for
synthesizing images[Cohen et al. 2003], they do not generalize easily to surfaces. To our
knowledge, our algorithm is the only one to deliver interactive synthesis speed on surfaces
of reasonable size, about an order of magnitude faster than the fastest alternative[Magda
and Kriegman 2003]. We further do not require the mesh to be resampled or use additional
texture memory as the scale of the texture on the mesh is changed. Our framework allows
very useful novel modelling tools for interactively specifying a texture on a mesh, while
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allowing the easy incorporation of new effects such as progressive variation.

A primary avenue for future work is the need for more powerful and intuitive user inter-
action mechanisms for specifying how textures are to be mapped on surfaces. While our
ability to specify sources and sinks in the orientation field have proven useful, as well as
global and local rotations of the vector field, the ability to easily specify lines of singular-
ities in the orientation field across prominent ridges of a surface would be quite powerful.
A particularly intuitive approach would be to simulate a “virtual comb” to direct the orien-
tation field locally. We expect that combining these interaction techniques with the speed
of our approach will deliver a very easy-to-use, powerful system for interactive modelling
of textures on surfaces.

For the patch-based image synthesis algorithm, it may be possible to use a lower sam-
pling density for the sources examined from each neighbouring patch. Additionally, it may
be possible to define a per-input-pixel “suggested patch size” during preprocessing. In ef-
fect, this would say that after jumping to a particular position, a jump should not be taken
within a certain number of pixels. This would be somewhat similar to the texton masks used
in synthesizing progressively-variant textures[Zhang et al. 2003]. We could also relatively
easily incorporate texton masks into the analysis phase, potentially increasing the quality
of jumps stored in the jump map. These modifications amount to a more pixel-oriented
algorithm which attempts to prevent breaking up prominent texture features. Another al-
ternative, inspired by Nealen and Alexa’s approach [2003], is to perform a pixel-based
post-process near regular patch boundaries, effectively performing a second pass over the
output to attempt to de-regularize the patch boundaries.
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